Contents

1  Deep Learning: A (Currently) Black-Box Model ................. 1
1.1 Definitions and Terminology .............c.ccvviiiiiiiinnn... 1
162 Advances inDeep Learmingas. e S e 7
113" Applications of Deep Learning: .. u.ioues e niae ov shainiioisn st » 8
1.4 The Status Quo of Deep Learning Theory ............ccovuens 10
L I (o] T ) R e S S Dt et 12

PartI Background

2  Statistical Learning Theory .......................c.iiiiiiiin. 17
2.1  Glivenko-Cantelli Theorem and Concentration Inequalities ... .. 17
2.1.1  Glivenko-Cantelli Theorem ........................ 18
2.1 200 Concentration Inequalityd e ol et 24
2.2 Probably Approximately Correct (PAC) Learning ............. 26
221 ThePAC LeamningModel ... ..., o vanmesssasmnin 26
222 Generalities ..o, .o i creioieieiet e osuioieie oher e e ey s ousibels ornts 28
2.2.3  Insights from Glivenko-Cantelli Theorem ............ 32
2.3 _PAC-Bayesian Learning «i-cui: .5 meuiss s e otoins cii s s i o 33
RETETENCES! - iueiers oo st s st some Sl e = ek 5 e = 58 e e e S o e 38
3 Hypothesis Complexity ......................cooiiiiiii 39
3.1  Worst-Case Bounds Based on the Rademacher Complexity .. ... 39

3.2  Worst-Case Bounds Based on the Vapnik-Chervonenkis
(VIC) DIMENSION. = sk oot kot S8 aint s Shers e s o16) s ok & s wssin v 43
RETETEIICES e - ek ot tate e e toke kst ok ot St e e b e e bRt e 46
4 Algorithmic Stability’ . ... oo o e s LR 47
4.1 Definition of Algorithmic Stability ..............covvvevinen 47
4.2 Algorithmic Stability and Generalization Error Bounds ........ 48
43  Uniform Stability of Regularized Learning ................... 56
TR iy eteit i o o i S O A0 G D000 D G0 .0 0D B0 0.0 370 RAROD G 58

xi



xii Contents

Part I Deep Learning Theory

5 CapacityandComplexity .............c.coiiiiiiiiiieiiiianen 61
5.1  Worst-Case Bounds Based on the VC Dimension ............. 61
5.2  Rademacher Complexity and Covering Number .............. 62
5.3  Generalization Bound of ResNet .........cccemcmianunions s 66
53.1  Stem-Vine FrameWork .. ... o sis v anineivn shonsiiosis 68
532 Generalization Bound: .o oiiaiini s s i 70
5.3.3 " Proofsiof Section 5.3 e e 81
5.4  Vacuous Generalization Guarantee in Deep Learning .......... 90
RETCTCNCES eiie iair st s te 2isn s s s et oS ie et siohate lfore iahossh aiulis s ool b 90
6 Stochastic Gradient Descent as an Implicit Regularization ........ 95
6.1  Stochastic Gradient Methods (SGMS) ......c.covvvvnurvneens 95
6.2  Generalization Bounds on Convex Loss Surfaces ............. 96
6.3  Generalization Bounds on Nonconvex Loss Surfaces .......... 97
6.4  Generalization Bounds Relying on Data-Dependent Priors .. ... 102
6.5 The Role of Learning Rate and Batch Size in Shaping
Generalizability e R e i e e s e 104
6:5. 19 Theoretical Evidence i 0 s s 105
652 Empirical EVIJENCe: -/ iniv. vt st itlsisismsiaisiaisiaiols b slo o 114
6.6  Interplay of Optimization and Bayesian Inference ............. 17
L T L) a0 S S G0 65 3 D 300 0 s B i AU O O B G 119
7 The Geometry of the Loss Surfaces ............................. 123
7.1 Linear Networks Have No Spurious Local Minima ............ 123
7.2 Nonlinear Activations Bring Infinite Spurious Local
MiININAS e e e e e s s e 124
7.2.1  Neural Networks Have Infinite Spurious Local
NI oo ot i e s e s s ek et e 126
7.2.2 A BigPicture of the Loss Surface ................... 130
7.23° ProofsiofiSect: .2 lin s o s e 135
7.3  Proofs of Theorems 7.7, 7.8, Corollaries 7.1,and 7.2 .......... 167
73108 Sguared LLossi T L s 167
7.3.2  Smooth and Multilinear Partition .................... 168
7.3.3  Every Local Minimum Is Globally Minimal
Within a Ee ] e e e o 168
7.3.4  Equivalence Classes of Local Minimum Valleys ~
MEellS e e 172
7.4  Geometric Structure of the Loss Surface ..................... 174
L (o e e e e e o T B OB B D G e b 0O G 176
8 Linear Partition in the InputSpace ............................. 179
8.1 Prelmifianies ... o i e el G e e 179
8.2  Neural Networks Act as Hash Encoders ..................... 180

8.3  Factors that Influence the Encoding Properties ................ 182



Contents

10

8.3.1  Relationship Between Model Size and Encoding

PTOPCITIES! & 3.5 55 5085 a5 56 8 58 518 5050 6.9 o6 5088 s s s s
8.3.2  Relationship Between Training Time
and Encoding Properties ...................... . ...
8.3.3  Relationship Between Sample Size and Encoding
POPEITICS: 5505 55 s mumes s s5es 0558 3595 550 6568 5+ 808 5 1578 65
8.3.4 Layerwise Ablation Study ..........................
8.3.5 Impacts of Regularization, Random Data,
and Random Labels ............................ ...
8.3.6  Activation Hash Phase Chart .......................
8.4  Additional Experimental Implementation Details .............
8.5  Additional Experimental Results ...........................

R OIENCES . ottt e

Reflecting on the Role of Overparameterization: Is it Solely

Harmfold? ¢: oo stomonisn iatonsnd om s e s nase s mes o fims s 98 0 F s o
9.1  Double Descent and Benign Overfitting .....................
9.2 Neural Tangent Kernels (NTKSs) ...............cooiiiiii
9.3  Loss Surface and Optimization .................c..ccoiuei.n.
9.4 Generalization and Learnability' ..q:om: e vmevwsmssws g vmss
RELEICNCES. iuurs ristisiots.d comviasrs s $5e0s 6870038 oSS SRV G0 (5618 1 30081 & 61 & 53018 [l
Theoretical Foundations for Specific Architectures ...............
10.1 Convolutional Neural Networks (CNNs) and Recurrent
Neural Networks:(RINNS)Y:  woswvmisims s 55 s nms s s s 5e 5 8 5 & 06
10.2 Equivariant Neural Networks .....................ooiae.
10:2.1 ‘GroupCNINS v voiivs as s smis o8 auiosis s s Sres desiam’s ors
10.2.2 Steerable Neural Networks .........................
10.2.3 Nonlinearities in Equivariant Networks ..............
10.2.4 Generalization of Equivariant Networks ..............
10.2.5 Generalization Bounds of Equivariant Networks .......
10.2.6 Approximation of Equivariant Networks .............
RETETENCEE, 555005 w0 58 e 1005 e 5t 6667575 W05 (35 G460 § 31 & 50 8 0 810 & 678 81 § 196 540

Part III Deep Learning Theory form the Trust-worthy Facet

11

Privacy Preservation ............. ... ... ... .. il
11.1 Differential Privacy ............ccoiiiiiiiiiiiiiiiii ...
11.2 The Interplay of Generalizability and Privacy-Preserving
ADBIIEY: < oocvvie suatamen: 5 66 5as 108 acers b 51508 6t 595 540§ 918 50575 05 5 507 56t 6 13
11.2.1 Preliminaries ...........c.ooiiiiiiiiiiiine s
11.2.2 Generalization Bounds for Iterative Differentially
Private: AIgOTithinS : i sussm s a5 ms mmsms b s are siws o s 05
11523 ApPPLCAIONS: it ¢ es .58 5 50815 55 55 8 5055 05 80 3 0 RS WA 10 5
REfErencCes . ... ...couuuuiiii i

Xiii

197



Xiv

12

13

Contents

Algorithmic Fairmess " .: . oo oo voim s soi e cianniv o 263

1210 Definitions:0f Faitness: o s e e e s et e e 263

12:2) Fairness-Aware Algorithms. L.« ol i sl ot oo ialaisim sacierel 265

12.2.1  Préprocessing Methodsi ... ooccvn ciinie s o 265

1222 In-processingMethods .t i ininitine o 265

12.2.3° PostprocessingMethods' —c:uio oo ieniin o cn 267

R e T e G T D o 267

Adversarial RODUSINESS .5 i Sl s o ottt o e 269

13.1 Adversarial Attacksand Defences ........ccccovveveennnenns 269
13.2 Interplay Between Adversarial Robustness, Privacy

Preservation,;and (Generalizability ..o oe oo 271

13.2.1 Measurement of RODUSINESS' o v eisiomeie stois o oiss ssrosia s s 273

13.2.2. Privacy-Robustness Trade-Off ..« .o oinmcvsnoni s 279

13.2.3 Generalization—Robustness Trade-Off ............... 284

R T eI S T T s o 290



