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1. Tie correction for Kendall’s coefficient of concordance
Additional Discussion of Kendall’s Coefficient of Concordance
1. Relationship between Kendall’s coefficient of concordance and
Spearman’s rank-order correlation coefficient
2. Relationship between Kendall’s coefficient of concordance and the
Friedman two-way analysis of variance by ranks
Additional Examples Illustrating the Use of Kendall’s Coefficient of
Concordance

Goodman and Kruskal’s Gamma . .............c00uvveee.. 653

. Hypothesis Evaluated with Test and Relevant Background Information

Example
Null versus Alternative Hypotheses
Test Computations

. Interpretation of the Test Results (Test 26a: Test of significance for

Goodman and Kruskal’s gamma)



VI. Additional Analytical Procedures for Goodman and Kruskal’s Gamma
and/or Related Tests
1. The computation of a confidence interval for the value of Goodman
and Kruskal’s gamma
2. Test 26b: Test for evaluating the null hypothesis Hy v; # v,
3. Sources for computing a partial correlation coefficient for Goodman
and Kruskal’s gamma
VII. Additional Discussion of Goodman and Kruskal’s Gamma
1. Relationship between Goodman and Kruskal’s gamma and Yule’s
2. Somers’ delta as an alternative measure of association for an
ordered contingency table

VIII. Additional Examples Illustrating the Use of Goodman and Kruskal’s
Gamma

Appendix: Tables .:ccsvsvsssssavsvvsssanannsssase 007

Table Al. Table of the Normal Distribution
Table A2. Table of Student’s ¢ Distribution
Table A3. Power Curves for Student’s ¢ Distribution
Table A4. Table of the Chi-Square Distribution
Table AS. Table of Critical T Values for Wilcoxon’s Signed-Ranks and
Matched-Pairs Signed-Ranks Tests
Table A6. Table of the Binomial Distribution, Individual Probabilities
Table A7. Table of the Binomial Distribution, Cumulative Probabilities
Table A8. Table of Critical Values for the Single-Sample Runs Test
Table A9. Table of the F,,, Distribution
Table A10. Table of the F Distribution
Table All. Table of Critical Values for Mann-Whitney U Statistic
Table A12. Table of Sandler’s A Statistic
Table A13. Table of the Studentized Range Statistic
Table A14. Table of Dunnett’s Modified ¢ Statistic for a Control Group
Comparison
Table A15. Graphs of the Power Function for the Analysis of Variance
Table A16. Table of Critical Values for Pearson r
Table A17. Table of Fisher’s z, Transformation
Table A18. Table of Critical Values for Spearman’s Rho
Table A19. Table of Critical Values for Kendall’s Tau
Table A20. Table of Critical Values for Kendall’s Coefficient of Concordance
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