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Appendix: History of Artificial Neural Systems
McCulloch and Pitts—1943
Hebb—1949
Minsky—1951
Uttley—1956
Rosenblatt—1957
Widrow—1959
Steinbuch—1961
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