Wstep '« v o o

SPIS TRESCI

e -0 & ® 4 @ 8 e ® @& 6 6 Bie. e & .0 & e o & B s ®

1. WIKRESY OPERACYINE o o o oo s @oraiie vcs s v wnince v o

Get - Opbdlne - 7838dy DUHAGWT i % chas win o s o easiie v i
1.2, Prograémy OLWarle v o v wie s o 0 ise w oo sab b e
1< 5« Programy zamknielte (' e o % o v viis wie voa v wiein ;

G5V Prograny eyRLIBaNe o (s viic Sia omim o me v e

a) Sterowanie petla wedlug wartosci charakterysty-

czne] ZMIEMNe] iy e inie e s Weieiw s 4w
b) Sterowanie petla przy pomocy licznika obiegbw -
c¢) Sterowanie petla wedlug wartosci argumentu . .

Dol PRORIENY 1P asY NB 5 i v e et Sh i o e
1.4. Proste przykiady wykresé4w operacyjnych -« o« o« o o o o o

ITERACYJNE METODY ROZWIAZANIA ROWNANIA JEDNEJ ZMIENNEJ . . . .

2.1. Metoda
2.2, Metoda
2.%. Metoda
2.4. Metoda

ciecia
2.5. Metoda

stycznych Newtona-Raphsona . « . « o « « ¢ o o o &«
HROCTNYOH 7 T i ni e e AN e R e e e
siecznych z przyspieszeniem zbiednokod i . . oo
podziatu przedziatu, w ktérym wystepuje punkt prze-

podziatu przedziatu, w ktérym wystepuje punkt prze-

ciecia, z przyspieszeniem zbieznodci. . . . . .+ . . . .
2.6. Ogblne warunki zbieznosci metod iteracyjnych . . . . .

UKEADY ROWNAN LINIOWYCH, WARTOSCI I WEKTCRY WLASNE MACIERZY. .

‘v
3.1, Metody

3.1.1.

3.1.2.

DOZEGRTEOARES o -5 s v e v e e e
Meotode GEUSEE v o6 4 0 s 0w s 68 6w e wie e
a) Metody optymalnej eliminacji . . « . ¢ o 4 o &
b) Inne sposoby usprawnienia metody bezposrednie]
Metody transformacji macierzy A . ¢« ¢ o« ¢ « o« o
a) Wyznaczanie macierzy G przez rozkiad maéierzy A
na-dwie CroJEabaG: . % 5 i e e s e eR
b) Metoda Banachiewicza pierwiaptkéw kwadratowych

.Odwracanie MaCieTzZY & o o ¢ o s ¢ 6 s 8 5 6 o o o

a) Podzial macierzy dowolnej na macierze tréjkgtne
b) 'Podziat macierzy symetrycznej na macierze tréj-
Ll S S PR S i e s s R R S ha

.

Str,

11

1
13
15
15

16
16
19
20
21

26

26
29
22

59

37
39

43
43
4
49
51

91
55
I
—
58

59



3.2, Uobtdy ItETELYIN o 5 « v e v oo e s w8 Foaes ¥ e
3.2.1. Metody iteracji phoatyeh o . « v v eis wie s w el

a) Metoda kolejnych przybliZeh « « o o o o o o o .

b) Metoda Jacobi’€BO « « ¢ « o » o ¢ o o o o v o o

¢) Metoda Gaussa-Seidela . . o ¢ & ¢ & o ¢ ¢ o

d) Metoda Niekrasowa . . « « o o o o @ o o o o = ¢

3,2.2. Metody gradientowe . . ,‘. S e s e e

: a) Metoda najwigkszego spadku o o o e s e s e e oo

b) Metoda minimaiizacji modutu wektora defektu . .

3.2.3. Metody relaksacyjne .« « « o ¢ ¢ o o ¢ ¢ 00 = oo

3.3, Wyznaosndki o o o e e e s e s st oee o st s
3.4, Wartosci i wektory wiasne MACLETZY o e s o o o o o o o @
%41, Wiadomobol OFO1Ne . 4 s v e s ewrs v e vy 208
3,4,2. Metody szacowania l1ub obliczania pojedynczych war-
0501 WIASDNYOR « ¢ o ¢ e o e 0w e v a0 o 0ns 0

3,4.3, Metoda Jacobi’ego obliczania wartosci wiasnych ma-

cierzy Symetrycznyoh ¢ o o ¢ « o o o e e e 00 & 0
3,4 .4, Metoda Householdera przeksztatcania macierzy nie~

BYNRTCYCENYON ~ s e e e s e e A Wi v 8 8 88 s

: 2 : ‘
4. UKLADY ROWNAS NIELINIOWYCH . o ¢ « o s ¢ o o o o ¢ o oo o o ©
A9, Mapsla Bewtone . . o v o v =e n S S S n e e

4,2, Metoda iteracyjina o« s o s e s o v e o o W R RN SR

4.3.MetodagradientOWa e T s A W W G R 8 G

& WIBLOMIANY POTEGOWE o « % » « » o v v s 8 oo 8 208 e s o s e

5.1. Dziatania na wielomianach . . . « - NP s e
‘ a) Dodawanie i 00ejMOWANIE o+ « + + b s o4 & & s e oweoe
b) Mnozenie . « « o o ¢ o o o o ¢ PR S e e
¢) Dzielenie . . « .« - e e T e
d) Rézniczkowanie WielomiaNU o+ « o o o o 8% 000 & o o
e) Catkowanie wielomiami . .. . « « « o = Sl e
5.2. Miejsca zerowe HABTOMIARON  aew v s s v m bow  waes

5.3%. Postaé uogoblniona wielomlanu S kg g e T WS

6. PODSTAWY RACHUNKU ROZNICOWEGO o « « « o = o o o ¢ = = = ¢ o

B s e e e e i e e il
6.2. Zwigzki miedzy TOLNICADL .+ . ¢ o o e+ es e oo omsoels
6.5, Ilorazy TOZNICOWE o o o o« o o o o o = o e Sl s SR
6.4. Formowanie blokéw réznic i ilorazdéw réznicowych w pamiecd

RBERIEY. + s s s siedom a e eos N EIR A TE R NS

G INDERPOLACIA v s s sovan v s pv vie won s dg i 78 2 0 .

7.1. Wzér interpolacyjny LOETange’d .« o o v e oeiw oo e s s
7.2._Metoda EEEGNE o v v e b s sowEe haes eSSs e Vs b

Str.
60

62

63

65
66
68
69
70
=

=
77
77

80

9%

99

100

100
100
101
1
103
103
103
109

110

110
111
113

114

117
118
120




7.3. Metoda ilorazéw réznicoWych . « o o o ¢ o o & o e 0 v o oo
7.4, Uogblnienie wzorow interpolacyjnych opartych o réznice

Zwykte
VAL, P

7.4.2.

Wzory interpolacji oparte o réznice zwykte ko-
lejnych T2e00W o o ¢ o 0w o v e e e s ave s s
a) Ogoélny wzér interpolacii « . o o +7% o o o o o o
b) Interpolacja wprzdd (xo < X< x1)oraz ekstrapo-
lacja (x < X ) e S Al G S e T T
¢) Interpolacja wstecz (x N-1 < x < xN) oraz ekstra-
polacja (x > xN)_ A R e e la e
d) Interpolacja z ogranibzeniem dolnym & o o o e e
e) Interpolacja z ograniczenien gérnym o . . = e

Wzory interpolacji oparte o roéznice zwykte rzedow -

DEPZYRLYCH v s e s etaee T e A kat s A0S
a) Ogbdlny wzlr interpolacdl oo s e e e
b) Interpolacja wprz6d (x < X < xq)lub ekstrapola-

cja (x < x ) S e e D et e e

¢) Interpolacga wstecz (xN 1< X < xN) “1lub

polacja (x > xN) e e LG
d) Interpolacja z ograniczeniem dolnym .

e) Interpolacja z ograniczeniem gbérnym .

7.4.3. Algorytmy interpolacji e

7.4 .4, Poréwnanie niektoérych metod interpodacji .

7.5, Interpolacja funkcji dwéch zmiennych + « « « . .
APROKSYMACTA - o7 o oo wa o % 4 dp-w o -e.e s a2 o0

8.1. Aproksymacja przez rozwihiecie W SZETeg .« o« o »
a) Aproksymacja przy pomocy WzOru Maclaurina . -«
b) Aproksymacja przy pomocy WzOru Taylora . . .

.

ekstra-

8.2. Aproksymacja wedlug minimum sredniego bledu kwadratowego .

8.2.1. Aproksymacja funkcji okreslonej wzorem .

e o o @

8.2.2. Aproksymacja funkcji okreslonej tabelarycznie . . .
8.2.3. Wagi przedzialéw funkeji aproksymowanej P e
8.%. Aproksymacja prazy zastosowaniu wielomianéw ortogonalnych .

8.3.1. Aproksymacja funkcji okreslonej wzorem
a) Wielomiany Czebyszewa . . « « « + «
b) Wielomiany Lagendre’a . . . « « « «
¢) Wielomiany Laguerre’a . . . .
d) Wielomiany Hermite’a e g e

* e o e

’8.5.2.VAproksymacja funkcji okreélonej tabelarycznie . - -
- O.4. Analiza harmoniczna. Szeregi Fourier . . . . « . . 5
8.7 . Aproksymacja wedlug najmnie jszych odchylen. Najlepsze przy-

hligenie s iov vle W n e s B A e e e

e s o »

8.5.1. Najlepsze przyblizZenie funkc ji dyskretnej « ¢ .« . .

8.5.2, Najlepsze przyblizenie funkcji ciggtej .

124

14
124

125

126
126
187

127
127

128

128
129
129
130
130
131

133
134
134
155
136
136
137
140
141
41
145
151
152
155
154

156

161
161

164



'

Str.
9. ROZNICZKOWANIE NUMERYCZNE o+ + ¢ o o « o ¢ o s & o o o o o = =« ¢ : 165
9.1. Rézniczkowanie W oparciu o wzory interpolacyjne .+ . « « . 165 §
9.1.1. Rbézniczkowanie w oparciu o wzo6r Lagrange’a . . . . 166
9.1.2. Rbzniczkowanie w oparciu o ilorazy réznicowe . . . 169
9.1.3. Rbézniczkowanie w oparciu o wzbér Newtona-Gregory . . 170
9.1.4. Rbézniczkowanie w oparciu o réznice zwykie kolejnych

TZeAOW « o o o o o o o

S lEsi e s g0
9.1.5. Rézniczkowanie w oparciu o roéznice zwykte rzedow

PArZyStyCR o o7 e o ew et e w s egiie W e ke 173

9.2. Pochodne w wezlach interpolacji . . « « « & ¢ o o o o+ o 175

Lo S

40. CAZKOWANIE NUMERYCZNE o o o o o o o o o s o 28 o & o & s o o A7

10.1. Catki 0ZnACZOBE o o v s o o5 o & . Rh Al e 181
10.14.9. Meotoda CoteBa . o s o o » o o idive s e animisics 181

a) Metoda tTapPEZOW .« « o o o o o o o o o o o & . 184

b) Metoda SimpsoONa . « « o o o o & s o o s $os 185

40.1.2. Motoda CZeDYSZEWE .« v « + s o +n o3 = va v o 487
10.1.%. Metoda Gaussa . . . 5 e e N N 191
10.1.4. Caikowanie funkcji okreslonea tabelarycznie . - 200
a) Jednakowe odstepy zmiennej niezaleznej . . . 200
b) Roézne odstepy zmiennej nieialeznej o e 201

10.2. Calki jako funkcje goérnej granicy catkowania . ¢« o -« o @ 203
10.3%., Catki w przedziale niewtaSciwym . . . + ¢ & o« ¢ « & o o 204
10.3.1. Caiki o jednej granicy niewkasciwej .« . « » « o 204

10.3.2. Caiki o obu granicach niewrasciwych . .« . . & 210
10.4. Catki z-punktami nieciggiosci w przedziale}calkowania 5 215
a) Sposéb bezpoSredni . . e o s e e s s e e e 08 e oe e 216

b) Bposob POSTEdni o o« o ¢ o o o 4 4 e e b owcaw o4 216

11. ROWNANIA ROZNICZKOWE ZWYCZAINE . o o o o o o o o o o o o & E 218

11.1. Réwnania rézniczkowe zwyczajne z warunkami poczgtkowymi 218
11.1.1. Metody pojedynczego Kroku . . « « &+ o » o« & o o 219

a) Metoda tamanych dla réwnan 1-go rzedu (Bulera) 219

b) Ulepszona metoda lamanych dla réwnan 1-go

PREAU - s e e oW s T R il 222
‘c) Metoda Runge-Kutty dla réwnan  rézniczkowych

N~G0 TZEAU o« s. o & o s s e e e v s e b e 225

d) Metoda Runge-Kutty dla ukladow réwnan rézni-

czkowych 1-go rzgdu . . o . . i .§. 230
Metody TOZNICOWE o o o o s o o o o o o o & /o & . 23%
a) Metoda ekstrapolacyjna Adamsa dla n = Ak 234
* b) Metoda 1nterpolacyana Adamsa dla n =1 « « 238

c) Metoda ekstrapolacyano-interpolacyana dla n=1 242

d) Metody réznicowe rozwigzywania uktadéw  row-

nan rézniczkowych 1-go rzedu . . o ¢ o o o 243 .

11,1.25




o
e

Y

e) Metody réznicowe rozwigzywania bezposredniego

réwnan rézniczkowych wyzszych rzedéw . . . .
11.2. Zagadnienia brzegowe réwnan rézniczkowvch zwyczajnych .
“11.2.1. Metoda sprowadzenia do warunkéw poczgtkowych . .

a) Zagadnienie brzegowe liniowe

b) Zagadnienie brzegowe nielinicwe . . . . . . .

- 11.2.2, Metody réznicowe . « o« o . .
a) Metoda ukladu réwnan . .

b) Metodayzwrotnego przejéeie . ol v i,
c) Powigkszenie doktadno$ci metod roéznicowych .

11.2.3. Inne metody rozwigzania zagadnienis brzegowego

a) Metoda kolokacji . . « «

¢) Metoda Galerkina . . . .

d) Uogdlnienie na dowolne zagadnienie

12. ZAGADNIENIA POCZATKOWE I BRZEGOWE ROWNAN ROZNICZKOWYCH CZ4AST-

BONICH v S0ie e o chcir ey

12.1. Réwnania typu parabolicznego . .

.

0

12.1.1. Schematy réznicowe czteropunktowe .

a) Réznice zwykie . . . .
b) Réznice centralne . .
c) Rbéznice wsteczne . . .

e o o & o

b) Metoda najmniejszych kwadratéw .. . . . . .

-

.

12.1.2. Metoda zwrotnego przejécia dla réznic

BYCH o % o e niiei v

12.1.3. Metoda Crank-Nicolsona .
12.1.4. Réwnanie 3-ch zmiennych .

12.2. Réwnania typu hiperbolicznego %
12.2.1. Metoda charakterystyk . .

12.2.2. Metoda siatek prostokgtnych .

a) Warunki poczatkowe . .

* .

b) Warunki mieszane . . % « o o o
12.3, Réwnania typu eliptycznego. Ogdlne zasady
12.4, Numeryczne rozwigzanie zadania Dirichlet’a.

BIR IO AR LA o il e e ek A e

.

e o o

brzegowe

e e o e

wstecz -

rozwigzania .

® e e & o

e o o

244
253
253
253
255

255
256
260
263
264
264
265
266
267

268

270
274
294
279
278

279
281
282
28%
284
288
289
291
2595
295

305



