Spis tresci

PRECKTRGWNN 5. 5 5.5 4 om0 o im0 4178 e 3 e 5 B 8 M XIII
Podzigkowania ................ ... . ... ..., X1V
BRI BBIAZEE o 5ivs s w95 5055579655 o m e s e XV
EVBUIMBEER 15 500085 ¥ w0 b8 5 5 56 508 5o m o e 0 e 304 XVIII

1. Wprowadzenie do gitebokiego uczenia:

dlaczego warto sietegonauczy¢ ............................. 1
Witymrozdziale .......... . .. ... 1
Zapraszamy do grokowania glebokiego uczenia .................... 1
Dlaczego warto opanowa¢ glebokie uczenie sie .................... 2
Czy trudno bedzie si¢ tego nauczy¢? ............. ... ...l 3
Dlaczego powinienes$ przeczyta¢ te ksigzke . ....................... 3
Co jest potrzebne, aby zacza¢ .............. ... ...l 5
Zapewne potrzebna jest jakas znajomo$¢ Pythona ................. 6
POASUINOWEIIE 4.5 55005555 550605 65 5555 s m a om0 s m o 300 s s 3 0 w0 5 7
2. Podstawowe koncepcje: jak maszyny sieucza? ................ 9
WYI EDRAZIIC o vovuisnsmsnninniosimimsins s sonnsiosmmnmems xunis 9
Czym jest glebokie uczenie? .................................... 9
Czym jest uczenie sig maszyn? .................iiiiiiiiii.... 10
Nadzorowane uczenie sig maszyn ............................... 11
Nienadzorowane uczenie si¢ maszyn ............................. 12
Uczenie parametryczne kontra nieparametryczne . ................. 13
Nadzorowane uczenie parametryczne ............................ 14

Parametryczne uczenie nienadzorowane . ......................... 16



\

Spis tresci

Vezen & MiePATaAMIEIIYRIIE! vaw s o oo wissnhssn S oviss! o §ie bl cd
POl Sl o sxsus s esn st s menan 5e8as 655 RASRSAER B SEAFRIBE

Wprowadzenie do prognozowania neuronowego:
propagacjaw przod ...

VBRI o s ps e sen b e BV S SR R AR R
Krok 1: Prognoza . . .....c.oiniiiiiii i
Wykonywanie prognozy przez prosta sie¢ neuronowg ..............
CZyT oSt SIEE TICNITOTIOMWIRE i ¢ b st a5 om0 50 v e
GO 100] T Sl DEHTOROWET « oo iomiss vhnednsonbosanss Bawgsan sEohs
Wykonywanie prognozy dla wielu danych wejsciowych .............
Wiele danych wejsciowych: Co robi ta sie¢ neuronowa? .............
Wykonywanie prognozy z wieloma danymi wyjsciowymi ...........
Prognozowanie z wieloma danymi wejsciowymi i wyjsciowymi ... ...
Wiele wejsé 1 wyist: jalkc to dalala? .50 oss0ssvninississnnsannioss
Prognozowanie na podstawie Prognioz <. ..scsseesscnsnsnansssenss
Bt SIRIOP N o v 5w wmem wns m wars vy o o s yro s 5o« ue
FEINITIONEEIE o ix o g b i gt s v im0 0 s s e e

Wprowadzenie do prognozowania neuronowego:
metodagradientowa ............... ... ... ...

RS EU FOOOEIETRENES o s ot e e ) g o s it b
POTOVITINAIIG & ntis o oo i slen 50000 -5k 1y s i 5 8 08 0 5 8
DIHIREE & oo non i biw b o poen a5 S WoE RE B RRES BERS KRS 576 05 & 536 456 50 B9/ BPH S
Tosnmiapl el ..» v vesvosmescaisanmns vin smwsn e smwnbne
Jaka jest najprostsza forma uczenia si¢ sieci neuronowej? ...........
Wanlka metods cleplo-ZIMI0 .« om0 s t0 s tos wis s s sin smsmsm e s
Charakterystyka uczenia metodg ciepto-zimno ....................
Obliczanie jednoczesnie kierunku i wielkosci na podstawie biedu . . ..
Jedna iteracja metody gradientowej ............ .. ool
Uczenie si¢ jest po prostu redukowaniembtedu ...................
Przyjrzyjmy sie kilku krokom uczeniasie .................. ... ....
Dlaczego to dziala? Czym naprawde jest weight_delta? .............
Skuptiy ealg uwage na jedne) fdel - siversssrininisisnininnnsne
Pudetko 2 wystalocymnl dIgEkamhl » ..o vovsnsvvosmvnssvssassmmvsnans
Pochodnie: PodejScie drugie e, . cooxssnrocansmnsnysvomsusssnmasuss
Co naprawde trzeba wiedzie¢ ........... ... ... ool
Czego nie musimy naprawde wiedzie¢ ................. ... ... ...

26
28
30

54



Spis tresci Vi

Jak uzy¢ pochodnych do uczeniasie ............................. 72
Psucie mietody gradientowe] «u.ouisisrissnsininmssninmmmnansnonen 75
Wizualizacja nadmiernych korekt ............................... 76
Rozbiezno$¢ ... ... ... 77
Wprowadzenie parametrualpha ................................. 78
Alpha w kodzie zZréodlowym ............ ... 78
LA ATIRCUTVEIIE « 5 50w 51 w75 55050506 5 5555 55 30 0 s e 79
Uczenie sie dla wielu wag jednoczesnie:

uogodlnienie metody gradientowej . ........................... 81
Witymrozdziale ............... i 81
Uczenie si¢ metoda gradientowg przy wielu danych wejsciowych .... 82
Prosty gradient z wieloma danymi wej$ciowymi - objasnienie ... .... 84
Przyjrzyjmy sie kilku krokom uczeniasie ......................... 88
Zamrozenie jednej wagi: cotodaje? . .......... ... .. ... 91
Uczenie si¢ metodg gradientowq z wieloma wyjsciami .............. 93
Metoda gradientowa z wieloma wejsciami i wyjsciami .............. 96
Czegouczgsiete wagi? . ...t 98
Wizualizacja wartoS§ciwag .. ..ot 100
Wizualizowanie iloczynéw skalarnych (sum wazonych) ............ 101
Podsumowanie .......... ... ... . i 102

Budowanie pierwszej gtebokiej sieci neuronowej:

wprowadzenie do propagacjiwstecznej ...................... 103
W i momdEiale ..o en s s s v s e B e e B e 103
Problem $wiatet ulicznych ......... ... .. ... ... L. 104
Przygotowywaniedanych .................. ... ... .. ..ol 106
Macierze i relacie MACISEZOWE w vy wsisisr smsassnisnsioencmsmmnss 107
Tworzenie macierzy w Pythonie ................................. 110
Budowanie sieci neuronowej . ..............oi i 111
Uczenie sig¢ calego zbiorudanych ............. ... ... ... L 112
Pelna, wsadowa i stochastyczna metoda gradientowa ............... 113
Sieci neuronowe uczg sie korelacji ............................... 114
Presjawgoreiwdot ...... ... 115
Przypadek brzegowy: przeuczenie (overfitting) .................... 117
Przypadek brzegowy: sprzeczne presje ........................... 118
Uczenie si¢ posredniej korelacji ................................. 120

Tworzetie ROCIAEH . vvwunimimsiaiiosmemnmmemnwniesoms e vsesns 121



Vil

Spis tresci

Uktadanie sieci neuronowych w stos: przeglad ....................
Propagacja wsteczna: dlugodystansowy wktad btedu ...............
Propagacja wsteczna: dlaczego todziata? «.....ccovvvirnnmoisavions
Liniowe oy tielniows .- s sossnpnnsns s sssvnpuramuen s ssmsswpnwsss
Dlaczego sieé neuronowa nadal niedziala ......convvvvenemvirsvns
Tajemnica korelacji warunkowej ...l
ICRACRE PEBBEVIR. oty wom s i = o i e i o i e
Nasza pierwsza ,gleboka” sie¢ neuronowa ........................
Propagacie watecana WOzl «::usiarinsivirnsnsrupsessnnsonsss
Jedna iteracja Propagacii WSIBEZNE] sy e wsmssrmmrnsssvsswsmosyens
Zebranie worystKiego TIZBI . «vvvawrornsvmsw s vsmyessinesved s o s
Dlaczego glebokie sieci sa wazne? .............ccoevieviiiiianenn,

Jak obrazowac sieci neuronowe:
wmyslachinapapierze ..................... ...l

Wbty SORBAIE oo s bon s m b e St s B8 2R AR 55 P
TR R e SR —— T T
Korelacis BBIODEIE « o onwvnvmosmvens waen vuwe s sy soss sms vu e wosamey
Wezesniejsra, 2byt Zlozona WikUalizasia . .o vvvrevvorismmonosnesue
Uproszezons Wistaliacit ... conoecomsatsimmm s csns iwsnssnininss
Jesztre Wit KRSz UPTaS ZCTANTC: v oo 5 siniscosnns i s 3k 5 GERER 938505 7010 08 7
Zobacrry, jak prognozuje ta SIeC .« csssvsisssssanmsnssnsosannnins
Wizualizacja przy uzyciu liter zamiast obrazéw ....................
Y acrenie aiIIPEl o oo s s ossnamunnesss vamesviess paay se s b
Wingslleo GEORBIEIIG 15 v w0 veson s vunssiinn i nm i b a wdo s g s
WaznosE marzed 2l wizmalIzacil o . o cioe b i st o i eime sas s g

Uczenie sie sygnatow i ignorowanie szumu:

wprowadzenie do regularyzacji i przetwarzania wsadowego . . .
W Bt tomelale . osuisanssmss vnn snmss smenmanens KBLY BT ERERRTH S
Tréjwarstwowa sie¢ dla danych MNIST .............ooioiiienen.
No dobrze, 16 BRIOIAWE .o v wwwsmwswmmms s ms mvmws s i o sk e g 0n
Zapamietywanie a uoglInianie ....c.cvuvinrenrensciarinionasnnns
Przeuczenie w sieciach neuronowych ........... .. ... ... .l
Slegd Bierre Sig ProenRnlle o . cone ssimnsnmderssnnss by i 6 v e s
Najprostsza regularyzacja: wczesne zatrzymanie ...................
Branzowy standard regularyzacji: wykluczanie (dropout) ...........
Dlaczego wykluczanie dziata: dziatanie zespotowe .................

124



10.

11.

Spis tresci IX

Wiklaczatie WKOGZIE ;oo snsseinins inttememmmnnnsmemsvmessssnse 159
Przetwarzanie z wykluczeniem dla danych MNIST ................. 161
Mini-wsadowa metoda gradientowa ............................. 162
Podsumowanie ............ ... 165

Modelowanie prawdopodobienstwa i nieliniowos¢:

funkcjeaktywacji ................... ... 167
Wty B0RZ010 ¢ v o iniiiim s im e mimn s s mmie v e e s s 167
Czym jest funkcja aktywacji? ................ ... ... ..l 168
Standardowe funkcje aktywacji dla ukrytych warstw ............... 171
Standardowe funkcje aktywacji dla warstwy wyjsciowej ............. 172
Kluczowy problem: Dane wejéciowe zawieraja podobienstwa . .. ... .. 175
Obliczanie funkeji softmax ..................... ... .. .. ... 176
Stosowanie funkcji aktywacji ............ ... L 177
Mnozenie delta przez nachylenie ................................ 179
Przetozenie wielkosci wyjscia na nachylenie (pochodna) ............ 181
Aktualizowanie sieci MNIST . ............ooiiiiiiiiannn... 182

Neuronowe uczenie sie¢ krawedzi i naroznikow:

wprowadzenie do konwolucyjnych sieci neuronowych . . ... ... 185
VWO fORABIALE . nvssiniimiienmnmommnmmmecms s semsmnsmimssns 185
Wielokrotne wykorzystanie tych samych wag w wielu miejscach . . . .. 185
Warstwa konwolucyjna ........... ... 187
Prosta implementacjiaw NumPy................................. 189
POdSUMOWENIE & csimmsnmimennnnscnmcmsmnsmrasssamseasssesses 193

Sieci neuronowe rozumiejace jezyk:

king-mantwoman==? .............. ... ... .. ... ... ........ 195
W tyen POBEAZTANE s v o4 65 0tk mom w0 195
Cazym jest rozumienie JEZFKAT ... ..inysnisimmincrsmnmrmnuninimne 195
Przetwarzanie jezyka naturalnego (NLP) ......................... 196
Nadzorowane NLP .......... ..ot 197
Zbiér danych recenzji filmowychzIMDB ........................ 198
Przechwytywanie korelacji stow w danych wejéciowych ............. 200
Prognozowanie recenzji filméw ................................. 201
Wprowadzenie do warstw osadzajacych .......................... 202
Interpretowanie wyjscia .......... ... .o i 204

Architektura sieci neuronowej ...................o 0. 205



12.

13.

Spis tresci

Poréwnywanie osadzen stow ........... ... .. ..ol
Czymi Jest Znaczenit MEUTOIIY 4 . ws v i b wimmun s sim s im0 wibost ko s
Wipeltianfe pustych miefse .....c0sisssssasesionivsnnsvsnrnsson
Zonczenle wynika Se SIAtY « coosasansnsne ey s sswansmmnss e s
King ~ Mati + Woemman == QUEeH v weeasswuns smesssowemns 5w v s o
ATATTIBEIOW o sramermns s e s o mom muan tos s e 01 5 gy ek i besi e
POOSUTIOWEIIE. 5.0 000w 0 womes s 10 o e w0 s o e

Sieci neuronowe piszace jak Szekspir:
warstwy rekurencyjne dla danych o zmiennej dtugosci ........

W Syt TR & 50 i i s i o 4 34 0 B R
Wyzwanie: dane o dowolnej dhugoscl .:..ivsrsreossssensssvosvnas
Czy poréwnywanie naprawde ma znaczenie? ......................
Zaskakujaca sifa usrednionych wektoréw stéw ........ ... ... ...
Jak informacja jest przechowywana w tych osadzeniach? ............
Jak sie¢ neuronowa wykorzystuje osadzenia? ......................
Ograniczenia wektoréw ,workastow” ........... ... ... ... ... ..

Wykorzystanie macierzy jednostkowych do sumowania
SRR o vuw v remen i inpe s PesEDraEaE 5% S S avwyved ik

Macierze, ktore niczego nie zmieniajg ................... ... ...
VlezeniesTeiatleragMILzEISe. . ciwaein o o i am isss 0 5edas 3105746 555 818573
Uczenie si¢ w celu tworzenia uzytecznych wektoréw zdan ...........
Propagacie w przod w PREONIE s cusesrsossssansnssenssvsvnnevons
Jak zastosowa¢ do tego propagacje wsteczna? . ............o.iiiun...
NATCZITY TEBIEE] o om wrm v mmsw w s mvms wemenn s s anpigedipmin ok m i i
P EZY IO OWATIIA 5.0 o 1 b 4 & s s s b 0 8 s B A oo
Propagacja w przod przy danych dowolnej dtugodci ................
Propagacja wsteczna dla danych o dowolnej dlugosci ...............
Aktualizowanie wag przy danych dowolnej dtugosci ...............
Driichomienie 1 analima wyiltls . o.oonsasensrrinssronssus vsvramnio
POSITOWEIIR o nvn0% 56 s i o i 3 m woi ne os e e a d mrn ie

Przedstawiamy automatyczna optymalizacje:

budujemy platforme gtebokiegouczenia .....................
Wy rOROIAlE i ini s s b I A S H R SRS SRRSO S
Caym jest platforma glebokiegn Heenia? ..o v s vsarsveanssmvssres
Wirowadzenie do EOSOION ». v eremvssvwurssvsnss ssesavasvvssves
Wprowadzenie do automatycznego obliczania gradientu (autograd) ..

209

221
222
223
224
225

232
233

244
245
246



14.

Spis tresci

Mate podsumowanie ............. .. ...
Tensory uzywane wielokrotnie ..................................

Ulepszenie funkcji autograd w celu obstugi wielokrotnie uzywanych
LENSOTOW . ... e

Jak dziata wsteczna propagacja dodawania? .......................
Dodawanie obstugi zmiany znaku ...............................
Dodawanie obstugi dodatkowych funkeji .........................
Wykorzystanie autograd do uczenia sieci neuronowej ..............
Dodanie automatycznej optymalizacji ............................
Dodanie wsparcia dla réznych typow warstw . .....................
Warstwy zawierajace warstwy ................... ... ...,
Warstwy funkcjistraty ........... ... i
Jak uczy¢ platforme ...
Warstwy nieliniowosci ..................o
Warstwa osadzajgca .......... ... ...
Dodawanie indeksowania do mechanizmu autograd ...............
Warstwa osadzajgca powraca .....................ooiiiiiiiii....
Warstwa entropii krzyzowej ..................... ... ..l
Warstwa rekurencyjna ...
Podsumowanie ............ ... ...

Uczenie sie pisania jak Szekspir:

dtuga pamiec krotkotrwata (LSTM) ...........................
W LRI FOZABIAIE &0 it m e im0 8
Modelowanie znakow jezyka ................... ... ... .. .. ...,
Potrzeba obcigcia propagacji wstecznej . ..........................
Obcieta propagacja Wsteczna .................oouiueninnnenon...
Probkawyjscia ... ... o
Zanikajgce i eksplodujace gradienty . .............................
Maly przyktad propagacji wstecznejw RNN ......................
RO T o g vaimm b owmns o om0 e
Intuicyjne rozumienie bramek LSTM ............................
Warstwa LSTM ... .
Ulepszanie modelu znakéw jezyka ...............................
Uczenie LSTM modelu znakéw jezyka ...........................
Dostrajanie modelu LSTM znakéw jezyka ........................
Podsumowanie ......... ... ...

252



Xl Spis tresci

15. Glebokie uczenie sie na niewidzianych danych:

wprowadzenie do uczenia sfederowanego .................... 297
T TR ORI 5 5. 0o i g s il i om0 g i el A 297
Problem prywatnosci w gtebokim uczeniusie ..................... 298
Stederowane UEZENIESI0 s ¢ s nams ssisnbaisayas v s @asbamne s 5mis 299
Uczenie sic Wykrywanio SPAIIU e svsswsevemss s wnoprssw ooy s 300
SRty BEOIIR v coust oniamebboinvsin b ums s o sem s swns pess s 302
Wiamywanie si¢ do sfederowanego uczeniasie .................... 303
Bezpieczine AT TETOMWATIIE i 251 mwaimeisg 5o onshed 5 s s s s o s 304
Dy trovenie HOIMIOHEOTHEING o« o 5 ox i s 5405565 5 5465 560158 555 055355 305
Homomorficznie szyfrowane sfederowane uczenie si¢ .............. 307
PO o 0o e we mus monss R o sarwse g e s o wanes P e sme S5 308

16. Co dalej:

krotkiprzewodnik ....... ... ... 311
B e BRI .. i s i i o iy e s e e R 311
TIRETIEMEIE ot i i o e s i e s ot 312
Krek 1: Pocratek nauld PYIOIER v s onsassnsmnnssniissasanvianinia 312
Krok 2: Udzial w innych kursach glebokiego uczeniasie ............ 318
Krok 3: Matematyczne podreczniki gtebokiego uczenia sie .......... 313
Krok 4: Utworzenie bloga i nauczanie glebokiego uczeniasig ........ 314
BT TRMIER - 1o i o0 o b 0 s g o i 315
Krok 6: Stosowanie wiedzy z artykutéw naukowych ................ 315
Kok 7: Zdobale dastep Ao GPY .. osvnninsssmninacsnsssnesnsrnns 316
Krok 8: Zarabianie przy zdobywaniu praktyki ..................... 316
Krok 9: Dofaczenie do projektu open source ...................... 317
Krok 10: Rozwijanie lokalnej spotecznosci ........................ 317

IRdekS b Tarm e o ame Moo s o ey o tewe exsbeernl-le Compr ko Sy e = o 319



