Contents

PIEIATE & 550 o e s 55555500505 mumimsmstnrn s ssmsmsniors scesossinssiocaiddrars oinssosiotn o mvasafots & dasinica /o X
Series Preface ..........cooiiiiiiiiiiiii e xiii
1 Introduction 1
1 Why geostatistics? . ... oot e 1

1 1 Generalizing . ........ ... 3

1.1.2 DeSCriPtion . ... e e e 5

1:13 INECYPYCTATIONY (5 5,55 5 51750501550 5o 5850 55 o 515 o 5] oo o i, s 0 5

1.1.4 CONITOL s 515 505 550055 605575 6 .55 505 5 .5 B e B 1 06 B i 6

12 AL hiSTOrY = smasn smnwmsmms mems s s 5 i b w66 6ms 56 5666 5 vas 6

1:3  Binding VOMT WA wx 55050 500578 5060, 550 5.8 455 56586 158 5065056 8, s i 8

2 Basic statistics i |
2.1 Measurement and SUMMATY . ... ..uuitt ittt it it i i 11
2.1.1 NOtation . . ..o i e i e 12

2.1.2 Representing variation .............. ... .. .. 13

2.1.3 The CeNtIe . ..ot et 14

2.1.4 DISpersion . ....... ..ottt s 15

2.2 ‘Thenormal isTABUWHON < 65 55 5 omin oo om0 008 6 5565 B imsasrn B oo o0 o 17

2.3 Covarianceand COXTEIATION o ¢ s s 5sus s s oo 05 5556000 15158 5 i e i 18

24 TransfOrMAtIONS; = s 5 56 50685 505 58 6 556 5 5 5808 65 & 8 08 B8 5 S 888 L9 s s 19
2.4.1 Logarithmic transSformation: .« s a5 sie s 5 5o i w06 506 50 4558 19

2.4.2 Square root transformation . mse s s v v s ms 50 5 e 8 e ams 20

2.4.3 Angular transformation: «sus s s mem s s o s g s foosme o0 8o 20

244 Logittransformation: : « < «ac sississ 5w sm w5 s 5 & ws 5058 6.5 dasim e 20

2.5 Exploratory data analysis:and display =:semssesesmmssssesnesmsmss 21
2.5.1 Spatial ASDECES « 5 s 5 5 m m e 5 s 55 GEHS 619§ 0 G B B ¥ UG e 22

2.6 Samplinigand € STHMATION o v v 515 & e e siwme @6 s 5 ©E 5 e 16 506 agE e ses 23
2.6.1 Target population and VRIS s s ms s s msss s snsuseswss onsme s 27

2,612 Simple Tandom SAMPUNEG: «w o = s oo s s 0@ 5w sow o @05 s @ s @ 6 28

2.6.3 Confidence limits . ........ .. ... ... 29

2.6.4 £ 13 (e (=) ¢ Lot /RS 30

2.6.5  The x2 distribution ............. ... 30

2.6.6 Central limit theorem . ........ ... .. ... . ... 3.

2.6.7 Increasing precision and efficiency . ....................... 32

2.6.8 Soil classification. . ........ .. i 34

3 Prediction and interpolation 37
3.1 Spatial iNterPOlation: ; vw wps we s m s s6s ¥ w5 @i 5 1 & 6% 5 5§58 5 608 Bre & 55 5a § 508 & 37

S | Thiessen polygons (Voronoi polygons, Dirichlet tessellation) ... 38

3.1.2 Triangulation . .. ... e 38

3.1.3 Natural neighbour interpolation . ......................... 39



Contents

3.14 Inverse functionsof distance ...................ciiiia.. 40
3:.15 TEeNd i SUTTACES: ; s 5 5 s v 5 5us o0 41508 5.6 5 W § @ 8 678 5 78 3 7' 0% § 40
3.1.6 SPINEE: i 2 155 0 5 15 0 50 5 50 5 6 5 600 5 5605 (9.8 5 150 B 00K 390 ¥ U B B B2 5 U § 42
3.2 Spatial classification and predicting from soil maps ................. 42
3.2.1 TREOTY v 5 i = e 5 5 5 s 5 150 5 i 5 155 6 5 0 8 6 61 5 608 380 7 il 3 150 & @) & s & v 43
3.2(2 STIIOTAATY & 65 ¢ 005 1015 0v0 50105 @69 3 5085181 5 80 975 (30§ 0 5980 & 50 5 190 5, 5 100 § 90 & e 45

Characterizing spatial processes: the covariance and variogram 47

4.1 IO ANCHIO N s 5 1.5 505 55 8151 & 505 5701 8. s 5 o o 3 106 o oo w5 6106 5 G & (0.8 47
4.2 A stochastic approach to spatial variation ......................... 48
4.2.1 Randomvariables ..........c.cievirtiineeenienennnnsons 48
4.2.2 Random FUCHOTS w5 55 s ms s 5 st 81506008 S48 it & Bd 5155 B8t 9605 B § 49
4.3 Spatial COVATIANICE: « = suurs 5.5 sesnasms s e o s S5 4.5 & A SE0E B1F S8 5198 &5 5008 55 50
4.3.1 StatIONATILY: +sis s somvuimis s 5 8.5 550 85 & DI A6 ¥ W8 5160 81 060 508 bl & B8 s 52
4.3.2 EEBOAICITY e cmis s s s 5o s B0 o RO S (U1 RS 058 3 e Bt § 53
44 Theicovariance FMCHON .. s oios, 5w 5 66 e s 5 0w 56 05 @ a6 w6 s 53
4,5 Intrinsic variation and the Variogram . « e s s se ws ssiss v esmsmmesssm s 54
4.5.1 Equivalence with covariance ................coiiiinnn.. 54
4.5.2 OUASESTAtIONATICY 5 cns v S = @ vun m s wi0a) §70 950 6 57658 8 s e 55
4.6  Characteristics of the spatial correlation functions .................. 55
4.7 Whichi VEHOITATIY 05 505 5® 5o B o sis o1 wies s v o s e s 5 59
4.8  Support and Krige’srelation . ........... .. 60
4.8.1 Regularization . . ........cuiuineni e 62
Estimating the variogram 65
5:l Estimating semivariances and covariances . ............ceceeeeenen.. 65
5.1.1 The variogram ClOUA . : = « s s 5 v s 55 wim 8 508 3068 078 6 (3 & G & @0 s s 65
5:1.2 Average SemiVATIANCTES i« wyw s o s s 5 58 i & 0o 519 8 5 § 86 & e 6 @ 0 6@ s 66
5.1.3 The experimental covariance function . .................... 72
5.1.4 DYt and: el . s mesms om s s o 55 65 496 550 8 8 60 5 8 0455 w56 1 8 74
5.2 Reliability of the experimental variogram. ......................... 78
5.2.1 Statistical diStbUON sw « 5w s s 55 515 mrn e 518 w00 8 05 0 w20 6 050 55000 10 6 78
5.2:2 Sample sizeand design............. ... . i .. 85
5.2.3 SAMIPIe SPACIID: 515 » o0 565 5 @ 5505 Bre snm 3 @ smen & w5 o 0 s s 16w ¢ w0 mt'e 92
5.3  Theory of nested sampling and analysis........................... 93
5.3LL Link with regionalized variable theory ..................... 94
5:.3.2 Case study: Youden and Mehlich’s survey .................. 96
5:3.3 Unequal sampling . ..............iiutiiniinennennnnnnn. 98
5.3.4 Case study: Wyre Forest survey ............ccoveeuuennnnn 99
5:3.5 SUITITINATI v 50,8 97580 L8 i 5 MRS im0 30 6 1S S ) 1 103
Modelling the variogram 105
6.1 Limitations on variogram functions .................c.cuuiuinen.n. 106
6.1.1 Mathematical cOnStraints ..............c.oovuiuenennennn.. 106
6.1.2 Behaviour near the origin ............ ... ... ... .. 107
6.1.3 Behaviour towards infinity .......... ... ... . . .. ..., 108
6.1.4 Driftandtrend ........c.civiiiinninrenenrecsnsnssenses 109
6.2 Authorizedmodels ..........ciiiiiiiiiintiinrnneneennarneansns 109
6.2.1 Unbounded random variation. ................ oeuuvn.... 109
6.2.2 BoOUDNACA MOARLS i a5 i o = i50a mai 5 58 540 & Gk 6050 § 558 5980 & 5081 § o 54005 111
6.3 CombInNiNGMNOAEIS: o« wum v wve 555 508 sl 5 5.8 0055 8 Bhe 5050 5 55 0 § AV06 © F 550 5 5505 5 B 121
6:4  PeriOQUCITY i« 5w s s 5 @ 5 siei v 51 3 6l 5 5 660 i o 5060 B @06 5061 5 0 & 60 4 9 8 B & W% § % 5 5is 122

6.5 ADISOTTODY s 5 16 5 o 5 618 s+ 5 G 5 o) & o065 261 § 005 5 90 5 G081 5 6 6 0 8290 & 900 & g & 50 B 0 & 126



10

Contents
6.6, FittngmMOdels ..umivissswesmsmnasmsmenmsnsass s sssesms aass
6.6.1 What weighis? . .« : vsscsmines ms 5w 555 s 5 905 55 5a5 HEE0
6.6.2 HOW/ COMPIEX?' & wuvmis 955 575 555 05 Ma s 35 61 56 & 65 § 518 568 55 5@
Spectral analysis
71 Linear SeqUENCES . . ... v vttt it et et e e e
7.2 Gilgai transSect .. ... ..t
7.3 POWeT SPeCITa. . .. e e
7:3:1 Estimating the spectrum . . ..................iiuunn...
7.3.2 Smoothing characteristics of windows . ..................
7.3.3 Confidence. . .......ooiiini i e e
7.4 Spectral analysis of the Caragabal transect ......................
7.4.1 Bandwidths and confidence intervals for Caragabal ........
7.5  Further reading on spectral analysis. . ...............coiuuiua.n.
Local estimation or prediction: kriging
8.1 General characteristics of kriging . .. -« v s s s svewmmss cwmssvsmsss
82 Theory of ordinary KFiging: . ««owssememesmeman gmses s sgsasves v
8.3  Welghts ...
8.4  EXaMPIeS . ...
8.4.1 Kriging at the centre of the lattice ......................
8.4.2 Kriging off-centre in the lattice and at a sampling point . . ...
8.4.3  Kriging from irregularly spaceddata ....................
8.5 Neighbourhood . ...... ... .. . . i
8.6 Ordinary kriging for mapping . . ..........o i
8.7  CaSe StUAY ...ttt e
8:7:1. SUMIMATY © o\ttt ettt e e e e e e e s
8.8  Regional estimation . . ............tiintii it
8.9 Simple kriging . ...... ...
8.10 Lognormal Kriging ... ...... ...t
8.11 Universal kriging . ......... ...
8.12 Optimal sampling formapping .. .......... .. ...,
8.12.1 ISOtOPICVATIACION « 5. o oo oo 50 500 s 51518 i 8185 0 5181 50 oo o o o 8
8:12.2 AniSotropicVaratioN .= :siss s dssssesssssrEssess0amss
8113 (Oher KINASIOL KIMGITIT: ¢ . 5 5.5 s 50 md 055 s 5 5.5 s e s s 815
814 TCTOSSTNALAAION <15, 6111515 58,5 ik i 515088 58 7 0 s o e i 618
8141 (Scatter/dndPegresSION s ks ws mis 56 e & s oo s §6 593

Cross-correlation, coregionalization and cokriging

9.1
9.2

9.3
9.4

9.5
9.6

INEEOATCTLON revvs ¢ o sy 0 00 3y 30938 e 5 v 0 50 0 0000 05 5 e 175
Estimating and modelling the cross-correlation . ..................
9.2.1 Intrinsic coregionalization ................ ... .. .. .....
Example: CEDARFarm . ...... ... ot
COKIIgING . .. oot
9.4.1 Is cokriging worth the trouble?. ... .....................
9.4.2  Example of benefits of cokriging .......................
Principal components of coregionalization matrices ...............
Pseudo-Cross-variogram . . ... ......ouueinienneennnennennneannn

Disjunctive kriging

10.1
10.2

IMCCOAUCHON.. & 55 5 515 = 558 3w 5. Eva e s B 9e 5 578 508 & BIESIE) & B 518 8 B § AER 9 & @
Theindicator apPTOACKL. . =i s srs s 5 sva s 5 wrs wisi 5 809 S 5 655 5080 ¥ 616 & 558 W58 & 3

vii

«= 127
s 131
sw 13

135
135



viii Contents
10.2.1 Indicator coding . ...........iuiiiiniiiiiiiiiia 222
10:2:2 INdICAtOTVATIOZFATIS o ik s i 5 oi o S iS) kidl 5.0 060 5.6 8 1 a8 224
10:3 Indicator KTIGING =« s s vwim s msni s mass s mas w6 e os s meamssssis 55855 225
104 DiSjUNCHIVE RTTEIIG s ¢ 5o i 5015 56 ks 50,8 585 008,08 o808 L B 227
10.4.1 Assumptions of Gaussian disjunctive kriging ............... 227
104.2 Hermite POLYIIOMIALS < o5 o s 56 i 5 6 we .0 550 5 % 508 5 5 587 5 5w 5 5 6 s 228
10.4.3 Disjunctive kriging for a Hermite polynomial ............... 230
10:4:4 Estilmation Variante : ; s sxsemomess s e mse 5o s e weh sens 58 231
10.4:5! Conditional Probability -« e cumsasms: soswesaninonmsws s 232
10.4.6 Change Of SUPPOFE. s« v s o w s swise 5 sm o e s s @ w08 0w s a0 233
TO:5 CASESHNAY 5w o 5 @ o s 8 v s s s 8 08 s o 9 s ) o e o 233
106 Other:case STIAIES . .. v v vwi v mvms s vm www il weswam sems sos s s s 239
107 SUBNIIEYY 10 201505 w0 & § k6 ok & T05 o (B i o 8050 59, o oo a3 s s 242
Appendix A Aide-mémoire for spatial analysis 243
Al INEOAICHON.. - « 58 b r b 05 me 58 5E0 56 20 s 5@ 2650 B/ Tays, 50 5w 5w & 516 2500 @ 243
A2  NOTAUONE boim s v 51 568 5 8w B85 w® oy B a8 Bl S 150 B8 Sosie, R & 81 0% o Ssins o 243
Al SCIECHIND: 140w b 550 640 2 %0b ok & hod 5 3 578 waw & biiw Bosd'e s v 0 ) 5 (5w w0 - wmisees s 243
A4 Histogram and SUIMIMATY . . . .. oo vttt ittt e e e i e 244
A.5  Normality and transformation .............. ... ... 245
A.6  Spatial distribution . ........... ... . . . e 246
A.7  Spatial analysis: the variogram . ............ ... ... .. ... i, 246
A.8 Modelling the variogram . . ..............utiittinineineennennennn 248
A9  Spatial estimation or prediction: kriging . ............ ... .. ... ..... 249
AlO MaPPINE & 5 5 50 5 o 246 & 06 bt 5 mes 6150 5 508 585 3 58 081 § 20k B8 608 5§ & 0 § 554 B & 0 250
Appendix B Genstat instructions for analysis 251
B.1 Summary StatiStiCs ... ... viiii ittt e e et e 251
B.2 HISTOEPaIN 55 ms 00500 @c6mE 0056 85 = 560 5 Fon and & o0 5 Rl 5 50 5 5 5 Rufw s 1 o @ m ms 252
B.3 Cumulative distribution . .......... ... . i 252
B.4 POSUTIE) = 555 5 0 s = 51 4 s 5 650 e 5 19 6 5000 5 100 3 a1 5 0 & oL 3 065 B 6.0 o 88 o m 31 sl 8 51 5 5.1 & o 253
B:5:  THE/VATIOTTEIIN 5 - a5 05 5 1 565 5 w1 8 i = 131 & i § 4 8 0ot 5 550 9 ) o o 5 5 0 & 6500 30 9 o o s 253
B.5.1 Experitmental VATIOZTATIL « - i« s ¢ sio ois s 05 wis & e 5 6 8 o s i 408 5.6 253
B.5.2 EiXting ArmOdel’ o vmanms mes iy oisms masms Mm@ 5o i 254
B.6 RYUGING 6 ;5 55 5 . 5 550 6 o.ds & 160 3 9900 & 35 @ kil 3 0 & 6.0 ¥ AL 60 & B & WG Wl B VIG.460 BB 5 1505 B/ 254
B:7ZT  CONUEOL: 5500 5 i3 i s 05 w08 08 2 60555 0 & B 19 & 5% 8 51 & B9 3 0 8 60060 & W8 3 08 © ) & ol 255
References 257
Index 265



