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Omowienie pigciu zasad promptowania
1. Okresl wytyczne

2. Okresl format odpowiedzi

3. Przedstaw przyklady

4. Oceniaj jako$¢

5. Dziel prace

Podsumowanie

Wprowadzenie do duzych modeli jezykowych do generowania tekstu .........

Czym sa modele do generowania tekstu?
Reprezentacje wektorowe: jezyk w liczbach
Architektura transformeréw: orkiestracja zwigzkow kontekstowych
Probabilistyczne generowanie tekstu: mechanizm podejmowania decyzji

Krotko o historii: wzrost znaczenia architektur transformerow

Wstepnie przeszkolony transformer generatywny OpenAl
GPT-3.5-turbo i ChatGPT

GPT-4

Google Gemini

Model Llama firmy Meta a otwarte oprogramowanie

Kwantyzacja i LoRA

Mistral

Anthropic: Claude

GPT-4V(ision)

Poréwnanie modeli

Podsumowanie
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Standardowe zasady generowania tekstu z ChatGPT .....

67

Generowanie list
Generowanie list hierarchicznych
Kiedy unika¢ wyrazen regularnych?
Generowanie danych w formacie JSON
Generowanie danych w formacie YAML
Filtrowanie dokumentéw YAML
Obstuga nieprawidtowych dokumentéw w formacie YAML
Generowanie roznorodnych formatéw z uzyciem ChatGPT
Spreparowane dane CSV
Wyjasnij to jak pigciolatkowi
Uniwersalne ttumaczenia za pomocg LLM
Pytaj o kontekst
Wydzielenie stylu tekstu
Znalezienie pozadanych cech tekstu
Generowanie nowej tresci za pomoca wyekstrahowanych cech
Ekstrakcja okreslonych cech tekstu za pomocg LLM
Podsumowywanie
Podsumowywanie a ograniczenia okna kontekstu
Podzial tekstu na fragmenty
Zalety dzielenia tekstu na fragmenty
Scenariusze podziatu tekstu na fragmenty
Niewlasciwe przyklady dzielenia tekstu na fragmenty
Strategie podziatu
Wykrywanie zdan z uzyciem spaCy
Tworzenie prostego algorytmu podziatu w Pythonie
Podzial za pomoca okna przesuwnego
Pakiety do dzielenia tekstu
Podzial tekstu z biblioteka tiktoken
Kodowania
Zrozumienie procesu tokenizacji fancuchow znakow
Szacowanie uzycia tokendw w wywolaniach API czata
Analiza sentymentu
Sposoby usprawnienia analizy sentymentu
Ograniczenia i wyzwania analizy sentymentu
Od najmniejszych do najwiekszych
Planowanie architektury
Programowanie funkcji we Flasku
Dodawanie testow
Zalety techniki od najmniejszych do najwigkszych

Wyzwania, jakie wiaza si¢ z technika od najmniejszych do najwigkszych
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Promptowanie z uzyciem rol 109
Zalety promptowania z uzyciem rol 110
Wyzwania, jakie wigz si¢ z promptowaniem z uzyciem rol 111
Kiedy korzysta¢ z promptowania z uzyciem rol 111
Techniki promptowania GPT 112
Unikanie halucynacji dzigki tekstom zrodlowym 112
Daj modelowi GPT ,,czas na przemyslenie” 113
Technika wewnetrznego monologu 114
Samooceniajace odpowiedzi modelu jezykowego 115
Klasyfikacja za pomocg duzych modeli jezykowych 116
Tworzenie modelu klasyfikacji 117
Glosowanie wigkszoscig w klasyfikacji 118
Ewaluacja kryteriow 119
Metapromptowanie 122
Podsumowanie 125
Zaawansowane techniki generowania tekstu za pomocg LangChain ................. 126
Wprowadzenie do LangChain 126
Konfiguracja srodowiska 128
Modele czatowe 129
Strumieniowanie modeli czatowych 130
Generowanie wielu odpowiedzi z duzych modeli jezykowych 131
Szablony promptéw LangChain 131
Jezyk wyrazen LangChain (LCEL) 132
Stosowanie PromptTemplate z modelami czatowymi 134
Parsery wyjscia 134
Ewaluacje LangChain 138
Wywolanie funkcji OpenAl 145
Wspolbiezne wywotanie funkeji 148
Wywolywanie funkcji w LangChain 149
Ekstrakcja danych za pomoca LangChain 151
Planowanie zapytan 151
Tworzenie szablonow promptéw z kilkoma przyktadami 153
Podejscie z kilkoma przyktadami o stalej dtugosci 153
Formatowanie przyktadow 154
Wyboér promptow z kilkoma przyktadami wedtug dtugosci 155
Ograniczenia promptow z kilkoma przykladami 157
Zapisywanie i wezytywanie promptow modeli jezykowych 157
Laczenie danych 158
Ladowarki dokumentow 160
Rozdzielacze tekstu 162
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Podzial tekstu wedtug dtugosci i liczby tokenow
Rekursywny podzial wedtug wielu znakow
Dekompozycja zadan
Lancuchy promptow
Lancuchy sekwencyjne
Ekstrakcja kluczy za pomoca funkcji itemgetter
Tworzenie struktury dla fancuchéw LCEL
Lancuchy dokumentow
Lancuch nadziania dokumentow
Lancuchy oczyszczania
Mapowanie i redukcja
Lancuch mapowania z rankingiem
Podsumowanie

Wektorowe bazy danych z FAISS i Pinecone .........cccoueeveerurccunnnnens

Retrieval Augmented Generation (RAG)

Wprowadzenie do osadzen

Ladowanie dokumentow

Pozyskiwanie z pamieci za pomocg FAISS

RAG z uzyciem frameworka LangChain

Wektorowe bazy danych w chmurze z uzyciem Pinecone
Samoodpytywanie

Alternatywne mechanizmy pozyskiwania danych
Podsumowanie

Agenty autonomiczne z pamigcia i narzedziami ............ccocuveeucunnnes

Lancuch mysli
Agenty
Whioskuj i dzialaj (ReAct)
Implementacja schematu wnioskuj i dzialaj
Stosowanie narzedzi
Duze modele jezykowe jako API (funkcje OpenAl)
Porownanie funkcji OpenAl i schematu ReAct
Przypadki uzycia dla funkcji OpenAl
ReAct
Przypadki uzycia dla schematu ReAct
Zestawy narzedzi dla agentow
Dostosowywanie standardowych agentow
Wtasne agenty w LCEL
Zasady uzycia pamieci
Pamie¢ dlugoterminowa
Pamie¢ krotkoterminowa

Pamieé krotkoterminowa w agentach konwersacyjnych QA
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Obstuga pamieci w LangChain 241
Zachowywanie stanu 242
Odpytywanie stanu 242
ConversationBufferMemory 242

Inne popularne rodzaje pamieci w LangChain 245
ConversationBufferWindowMemory 245
ConversationSummaryMemory 245
ConversationSummaryBufferMemory 246
ConversationTokenBufferMemory 246

Agent funkcji OpenAl z pamiecig 247

Zaawansowane frameworki agentowe 249
Agenty typu planuj i uruchamiaj 249
Drzewo mysli 250

Wywolania zwrotne 251
Globalne wywotania zwrotne (w konstruktorach) 253
Wywolania zwrotne zadan 253
Argument verbose 254
Ktore wywotanie zwrotne wybrac? 254
Zliczanie tokendw za pomocg LangChain 254

Podsumowanie 256

Wprowadzenie do modeli dyfuzyjnych przeznaczonych
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OpenAI DALL-E 260

Midjourney 262

Stable Diffusion 265

Google Gemini 268

Generowanie filmow na podstawie tekstu 268

Poréwnanie modeli 268

Podsumowanie 269

Standardowe metody generowania obrazow z Midjourney ..........c.cceevrunnne 270

Modyfikatory formatu 270

Modyfikatory stylu w sztuce 274

Inzynieria odwrotna promptéw 276

Dopalacze jakosci 276

Prompty negatywne 278

Pojecia wazone 281

Promptowanie z uzyciem obrazkéw 284

Wmalowywanie 286

Domalowywanie 288
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Spojne postaci
Przepisywanie promptéw
Rozdzielenie memow
Mapowanie memow
Analiza promptow
Podsumowanie

Zaawansowane techniki generowania obrazéw za pomoca Stable Diffusion

Uruchamianie modelu Stable Diffusion
Interfejs webowy AUTOMATIC1111
Img2Img

Skalowanie obrazkéw w gore

Tryb Interrogate CLIP

Wmalowanie i domalowanie w Stable Diffusion

ControlNet

Model segmentowania wszystkiego (SAM)

Dostrajanie DreamBooth
Dostrajacz modelu Stable Diffusion XL

Podsumowanie

Tworzenie aplikacji wspomaganych Al
Pisanie bloga przez Al

Badanie tematu

Wywiad ekspercki

Wygeneruj zarys

Generowanie tekstu

Styl pisania

Optymalizacja tytutu

Obrazki na blogu generowane przez Al
Interfejs uzytkownika

Podsumowanie

Skorowidz
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